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Abstract—Energy saving management in multi-core embedded
environments has been a challenge for designers. To achieve
energy efficiency, most studies consider dynamic frequency scal-
ing on one hardware component only, such as processor or
memory – which will most likely also affect performance. This
work proposes the use of frequency scaling considering the three
most important hardware components altogether: processors,
L2 cache, and RAM; seeking for the best set of frequencies
for each one of them to improve the Energy-Delay Product
(EDP), depending on the application’s behavior. Therefore, this
work addresses multidimensional frequency scaling for multi-
core embedded systems. By evaluating different frequency levels,
we show that the EDP can be improved in up to 46.4%
when compared to the standard way that the frequencies are
configured.
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I. INTRODUCTION

The popularization of embedded devices, associated with
the demand for more computational power and autonomy,
increased the importance of energy and performance as quality
metrics in the context of embedded systems projects [1].
Computational power is achieved mainly by the improvement
of processing units and their replication, and fast memories.
Energy saving is a result of the intelligent use of resources
associated with techniques and mechanisms offered by the
architecture, such as sleep states, throttling, green schedulers,
and voltage and frequency scaling and so on [2].

Specifically concerning voltage and frequency scaling [3],
several works have applied such technique on the proces-
sor or memory to study the trade-off between energy and
performance[4][5][6]. For instance, the reduction in the proces-
sor frequency results in fewer instructions to be executed per
second, which may increase the execution time. Besides, the
decrease in the memory frequency increases the latency, which
may also reduce the performance. If one considers that most
of the embedded processors are multi-core and the execution
of parallel applications increases the competition for shared
resources (e.g., L2 cache and RAM), such trade-off might be
even more pronounced.

Nevertheless, the processes are not uniformly distributed
across the hardware components, such as processor and mem-
ory [7]. For instance, when CPU-bound processes are running,

it is not necessary to keep the memory frequency at the max-
imum. On the other hand, when memory-bound processes are
running, the processor frequency can be reduced. Therefore,
if these operating frequencies can be adjusted independently,
focusing on the behavior of the application at hand, energy
savings can be achieved without sacrificing performance.

Considering this research area that involves a huge num-
ber of variables, a multidimensional frequency scaling could
enable energy savings, while maintaining the performance
requirements of applications. Therefore, the main contribution
of this work is to identify the best settings and apply frequency
scaling for the processor, L2 cache, and RAM based on
each application behavior, relating this behavior to how CPU/
Memory intensive the application is. By targeting the energy-
delay product (EDP), we show the best point of balance
between energy saving and performance.

For that, we use a set of nine well-known parallel applica-
tions from assorted benchmarks suites and domains. They are
executed on an ARM Cortex-A7 processor that enables chang-
ing the operating frequency of the three hardware components
handled in this work. We consider four different frequency
levels based on the maximum allowed for each of them: 25%,
50%, 75%, and 100%; resulting in a total of 64 possible
combinations per application. In the most significant case, by
choosing the ideal frequency level for each component, 46.4%
in EDP improvements are achieved, when compared to the
standard way that the frequencies are configured on the target
platform (i.e.: at the maximum allowed).

This paper is organized as follows: In Section II we show
a theoretical reference about the technologies that support fre-
quency and voltage changing in computing devices, as well as
some related work; In Section III we present the methodology,
scenario, evaluation tools, results, and discussions. We finish
this work in Section IV presenting our conclusions and future
work.

II. BACKGROUND AND RELATED WORK

Due to current market needs, energy efficient processors
became increasingly relevant. Dynamic Voltage and Frequency
Scaling (DVFS) is a technique that saves power by changing
the operating frequency and voltage within a given range at
run-time. By consequence, the power consumption of the chip
will reduce, considering that the most significant source of
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power is dynamic, which is given by P = C.f.V 2, where C is
the transistor capacitance, f is the operating frequency and V
is the supplied voltage. The operating frequency determines the
voltage required for a stable operation, and it can be reduced as
the operating frequency decreases. It can produce a significant
reduction in power consumption due to the relation V 2 shown
above. Many works have applied such technique on processors
in order to save energy, such as Mantovani et al. [8], Ribic and
Liu [9], and Melot et al. [10].

Several studies have used the very same technique to
address the memory only [11], [6] [4]. In [11], Chen et al.
proposed to improve the trade-off between performance and
power saving, reducing the frequency of the memory. However,
it only considers CPU-intensive processes. Although the paper
presents up to 23% energy savings, in a production environ-
ment may be overhead when there are IO-bound processes.

Similarly, the work of Puttaswamy et al. [6] assessed
frequency scaling of the L2 cache. Although the work has
achieved energy savings of up to 36%, performance was
impacted by up to 29%. In [4], David et al. proposed DVFS to
adapt the memory system’s operating frequency dynamically.
However, the study only considered IO-bound processes, in
which DVFS will highly benefit from since most of the
time the resources will be waiting for external data (I/O). In
contrast, the proposed work considers different applications
behavior, and does so by maintaining high frequencies for
components that most affect the performance and reducing the
frequency of the least necessary ones.

Deng et al. [5] developed CoScale, a system for coor-
dinating both the CPU and memory system DVFS under
performance constraints. The system explores a set of possible
frequency settings in such a way it efficiently minimizes the
full-system energy consumption within a performance bound.
The work of Li et al. [12] is similar, and also focus on
energy savings. Although the results are positive, both studies
do not consider the L2 cache, and they were implemented
in a simulated environment. Different from such studies, this
paper considers the L2 cache and addresses multidimensional
frequency scaling on real hardware using hardware counters,
which are more accurate. Besides, Li et al. [12] have not
considered specific benchmark for embedded platforms. Our
work is focused on embedded platforms and uses specific
benchmarks for such platform.

When compared to the previous work, our proposal or-
chestrates all the possible operating frequencies that can be
tuned in an embedded platform, aiming to improve the trade-
off between performance and energy saving, using specific
applications for embedded systems, with different behaviors.

III. EVALUATION AND DISCUSSION

Unlike some specific applications used to measure the
performance of HPC systems, most applications do not use all
available resources always at maximum capacity. Thus, there
is a fluctuation in their load as they are executed, depending
on their processing needs and access to I/O. This means that
when an application is intensively using the CPU, the L2 or
RAM memories may be underutilized. In the same way, when
the application is Memory-Bound , it does not need 100% of
the CPU.

TABLE I: Frequency scaling each component. In our tests, we
evaluated intervals of the total for each frequency component.

Components
Frequency Usage

25% 50% 75% 100%
Processor 225MHz 450MHz 675MHz 900MHz
L2 Cache 62MHz 125MHz 187MHz 250MHz
RAM 112MHz 225MHz 337MHz 450MHz

As already discussed, we aim to improve EDP by finding
the best-operating frequency level of each component. For that,
nine parallel applications from assorted benchmark suites and
domains were chosen: four applications (BasicMath, Dijkstra,
Patricia, and Susan) from the Parmibench [13], an open-
source benchmark for embedded multiprocessor systems; four
applications (BT, IS, MG, and SP) from the NAS Parallel
Benchmark [14], a well know suite used to measure high-
performance systems; and one application from the literature:
calculation of the PI number (PI). The applications were
classified into three groups: CPU-bound, balanced use of
the resources, and memory-bound. In order to classify these
applications, Performance Application Programming Interface
(PAPI [15]) was used to collect and analyze data related to the
number of cycles, executed instructions, and the number of
memory accesses (hits and misses in the L1, L2, and RAM).

The experiments were performed on a Raspberry PI1 2, a
single-board computer that enables frequency scaling for its
quad-core ARM Cortex-A7 processor, L2 cache, and RAM.
Table I depicts the frequency values tested for each one of the
three studied components. On this platform, the benchmarks
were executed with the maximum number of hardware threads
supported (which is the regular way parallel applications
are executed [16]). The energy consumption was obtained
through the use of an external multimeter, plugged between the
platform and the power outlet. Thus, the energy consumption
obtained considers the whole platform (processor, memories,
bus, etc.). The applications were compiled with the GCC
4.9.2 using the optimization flag -O3 and executed over the
Linux system (kernel 4.4.13). The results presented next are
an average of ten executions for each configuration (CPU, L2
cache, and RAM frequencies) with a standard deviation lower
than 0.5%. When executing such applications on multicore
embedded systems, usually all the components are configured
to the maximum frequency allowed (100%, 100%, 100%).
Therefore, we consider this scenario as Baseline for the
comparison.

Fig. 1 shows the results for the EDP associated with all
tested frequency combinations (CPU, L2 cache, and RAM).
They are classified in a way that the first ones (e.g.: (a) PI,
(b) Dijkstra, (c) Patricia, (d) BasicMath etc) are the most
CPU-intensive ones, in this order; while the last ones are the
most memory-intensive ones (e.g. (i) SP). Table II depicts the
classification of each benchmark regarding its behavior, the
best configuration (i.e.: best frequency for each component),
and the EDP improvements (EDP Gain) over the baseline.

Considering all the results presented in Figure 1, one can
note that the worst EDP results are achieved when the CPU is

1https://www.raspberrypi.org
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(a) PI (b) Dijkstra (c) Patricia

(d) BasicMath (e) Susan (f) BT

(g) IS (h) MG (i) SP

Fig. 1: Optimal specs obtained on the execution of the algorithms.

using only 25% of the maximum frequency allowed, regardless
the frequency level of the memories. This scenario happens
because the increase in the execution time is greater than the
reduction in energy consumption caused by decreasing the
processor frequency. On the other hand, the best results are
achieved when the CPU is configured to use 75% or 100%
of the maximum possible frequency, depending on the bench-
mark. In such cases, the memory starts to play an important
role. For instance, in the applications IS, MG, and SP, keeping
the frequency of the L2 cache at 25% negatively affects the
EDP, while for others (CPU-B application), decreasing its
operating frequency may bring good results (e.g.: PI).

Let us first discuss the CPU-Bound applications. The
calculation of the PI number (PI) is part of a group of scientific
applications that perform calculations and recursions almost
exclusively using the CPU, with few accesses to data in
memory [17]. As Table II shows, for such applications set the
CPU frequency at the highest level while keeping the memory
frequency at the minimum value possible improved the EDP
in up to 46.4% when compared to the the baseline.

Dijkstra searches shortest paths between graph nodes. It
is also a CPU-intensive application, but with more memory

accesses than PI. In this application, each graph node will
be accessed several times during execution and there will be
data exchange between the threads through L2 cache (first
level of memory that is shared between the cores). Therefore,
keeping the L2 cache operating at the maximum frequency
while reducing the RAM frequency to 50% improved the EDP
by 21.4% when compared to the baseline. Similarly, Patricia

TABLE II: The best set of frequencies among CPU, L2, and
RAM, aiming at the best EDP

Behavior Application
Best conf.

(CPU, L2, RAM)
EDP Gain

CPU-B
PI (100%, 25%, 25%) 46.4%
Dijkstra (100%, 100%, 50%) 21.4%
Patricia (100%, 75%, 75%) 6.2%

Balanced
resources usage

BasicMath (75%, 25%, 50%) 19.0%
Susan (75%, 50%, 50%) 22.6%

MEM-B

BT (75%, 100%, 100%) 7.1%
IS (75%, 100%, 100%) 1.8%
MG (75%, 100%, 100%) 7.9%
SP (75%, 100%, 100%) 3.5%
Geometric Mean 9.94%
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also stores data in a tree structure and performs searches on
the leaf nodes. However, different from Dijkstra, it needs more
accesses to the main memory, requiring a higher frequency for
such component.

BasicMath performs simple mathematical calculations,
such as integer square root, while Susan performs pattern
recognition on images [13]. Both benchmarks present a balan-
ced load of their resources, and this behavior is reflected in the
set of best EDP configurations. A multidimensional frequency
scaling can take advantage of this type of application because
it does not need to keep the CPU at 100% during the whole
program execution, due to the amount of non-uniform memory
accesses. In the same way, but for the exact opposite reason,
neither the memories need to run at their maximum frequency.
In both applications, by setting the memory frequency to 50%
improved the EDP in approximately 20% when compared to
the baseline.

Finally, let us consider the applications that make intensive
use of memory. BT and SP solve differential equations, IS sorts
data in parallel, and MG tests multigrid communication [14].
Since such applications spend most of their time performing
memory operations, it makes sense for them to remain at their
maximum frequencies. Note, however, that the most data is
kept in the cache memory and, during these periods, CPU will
have to handle a significant load. For this reason, the CPU
frequency could be reduced to save energy, but not quite to
the point of compromising performance.

Considering the results showed in Table II, one can note
that the memory system is the component which influences
EDP the most: in applications where the RAM frequency
is reduced to 25% or 50%, huge EDP improvements over
the baseline are achieved. On the other hand, when only the
processor frequency is adjusted, the EDP improvements over
the baseline are up to 7.9%. When all the three components are
adjusted at the same time, it is possible to achieve considerable
EDP improvements (19% and 22.6%) when compared to the
baseline. Therefore, these results reinforce the importance of
a multidimensional frequency exploration. By using that, an
improvement in EDP of up to 46.4% and an average of 9.94%
among were achieved in all applications.

IV. CONCLUSIONS AND FUTURE WORK

Proposals to balance energy savings with the smallest
impact on performance have been the focus of several studies.
However, the vast majority of work consider only one dimen-
sion (e.g.: CPU frequency scaling) when it comes to frequency
scaling, not fully exploiting the capabilities that architecture
offers.

This paper has shown that multidimensional frequency
scaling of CPU, L2, and RAM could improve EDP in em-
bedded multi-core systems by up to 46.4%; and that it is
possible to reduce energy without impacting performance. As
future work, we intend to increase the set of tests using more
operating frequency intervals.
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