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a b s t r a c t

The Internet of Things (IoT) has been embraced in our daily lives as it was in many sectors of the econ-
omy. In the health sector, many possible applications have emerged, most often in regards to the detec-
tion and prevention of chronic diseases. One of many possibilities is patient monitoring through wearable
devices and mobile applications. In order to promptly identify vital signs changes and to reduce the inci-
dence of serious diseases, collecting data in real-time and feeding it to Electronic Health Records (EHR) in
hospitals or medical clinics can further be of assistance to decision making. The downside of this process
is that it involves storing such a large amount of data, thus becoming almost unfeasible. This work
attempts to address this problem and present possible solutions and insights.

� 2019 Elsevier Ltd. All rights reserved.

1. Introduction

The Internet of Things (IoT) [1] is referred to as the global con-
nection of ‘‘intelligent objects” through the network structure of
the Internet. The concept also refers to the various applications
and networking technologies to connect them. This communica-
tion allows, among other facilities, continuous recording of data
on the state of these objects during their use. Intelligent objects
from the IoT generate a lot of detailed data continuously in the
environment they are in. The big data technology allows this vol-
ume of data to be stored, combined with other data sources, and
then analyzed with good performance. Several of the most promi-
nent applications of IoT are within the health area.

Electronic Health (eHealth) [2] is the efficient and effective use
of information and communication technologies (ICT) in the med-
ical field, especially in all patient-centered areas. There is a prime
component responsible for accelerating the process of eHealth
adoption within the health care chain: wearable devices. There
has been a constant growth in the consumer market of wearable

devices for end-users. One of the many categories of these widely
disseminated devices consists of fitness bracelets. These bracelets
serve to measure various vital signs, such as heart rate, blood pres-
sure, hours of sleep, distances traveled, calories burned during the
day.

The data obtained from wearable devices can be read by mobile
applications that analyze such data in order to provide insights
regarding stress, sleep, and exercise [3]. This kind of data can be
beneficial when stored in an EHR [4] [5], as historical health
records, can be used for patients diagnostics. Although this process
seems reasonable, it might not be as simple as it appears to be due
to the large amount of data that must be stored over time. In the
area of computing, greater attention has always been directed at
the processing capacity and speed of data communications.

However, only in the last years, the data storage capacity has
become the focus of research on widely distributed computing
environments. This study aims to present the problem of storing
data from medical sensors due to the large amount of space
required to maintain a complete and current EHR. Based on this
scenario, it is possible to highlight the following contributions from
this article:

� A first attempt to state and present the problem of data growth
from IoT environments, and the lack of storage space for such
data.
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� A discussion on the exponential increase of sensor data versus
storage capacity for data collected in IoT-supported eHealth
applications.
� Data compression methods for minimizing storage requirements
without losing relevant information on patients’ symptoms over
time.

The remainder of this paper is organized as follows. Section 2
presents an overview of challenges faced in terms of storage and
data reduction when applied to eHealth. Section 3 presents a for-
mulation of the storage problem, which is the focus of this work.
Section 4 presents our proposed solutions followed by Section 5
where are presented some evaluation. Finally, Section 6 reiterates
the work and proposed solutions while also giving an insight into
future research.

2. Background and related work

A frequent recurrence in eHealth applications regards acquiring
patients’ data and sending it to the cloud where it can store. This
section presents the background and related work for eHealth
applications in eHealth, followed by challenges and approaches
for reducing the significant amount of data generated by such
applications.

2.1. Storage challenges in eHealth applications

In broad terms, IoT platform providers who wish to support the
Healthcare industry must provide many features such as simple
connectivity, secure device management, cloud data storage, big
data analytics, and others [6]. Services who plan on giving users
and researchers access to the stored health data must also consider
the retrieval of such data in a presentable format [7] [8].

Other problems regarding data access and ownership should
also be considered [9] [10]. During a patient’s lifetime, EHR may
become fragmented across multiple institution-centered silos
due to events such as switching health insurance companies [6],
and such events may appear as a problem later when a historical
analysis over a patient health state is required. Nonetheless, efforts
are being made to assure the security and integrity of patient’s data
between institutions [11] [12] [13]. (See Table 1).

While data transmission, storage, and analysis of time-series
information is a frequent recurrence in eHealth systems, a lifetime
patient monitoring and EHR storage will unmistakably bring about
big-data aspects for any eHealth service.

An exponential increase in data generation [14] will accompany
the increasing adoption of eHealth. Therefore, data reduction
strategies are increasingly becoming an overwhelming need for
IoT-supported eHealth applications.

2.2. Data reduction strategies

The problem of handling large amounts of generated data in
computer systems is not quite a recent challenge. In fact, since
the beginning of computing, reducing the size of data was a topic
of interest, considering how expensive and capacity-constrained
the storage devices were [15] [16]. More recently, the advent of
the Internet and the increasing popularity of electronic devices
boosted, even more, the research on data compression to support
data-intensive applications such as high-quality video streaming
and online gaming nowadays.

Classical data compression approaches took advantage of data
repetition to minimize the overall file size. One of the first tech-
niques is dated to 1838 when Samuel Morse proposed the Morse
Code [17] to reduce the size of telegraphs by using smaller
sequences to represent recurrent letters. Latter in 1951, the same
principle was adopted by David Huffman with the Huffman Coding
[18], which assigns each character a prefix code whose size
depends on the relative frequency it appears in the file [16] [19].
More recently, several investigations employed data compression
algorithms to overcome several research challenges:

� Minimizing power consumption in resource-constrained wire-
less sensor networks [20];
� Reducing the amount of data necessary for storing and handling
data generated by IoT scenarios such as smart cities [21];
� Avoiding network bottlenecks caused by data-intensive IoT
applications [22]

Our work complements the previous investigations focused on
using lossy data compression strategies to address the challenge
of reducing the volume of stored data while preserving data rich-
ness to aid the analysis of patients’ symptoms over time in IoT
eHealth applications.

3. Problem description

Let us consider that each measurement of one of the wearable
devices’ sensors requires 1 byte of storage. If one takes into account
the heart rate, one would need between 70 and 100 bytes per min-
ute (usually). To exemplify the problem, it is considered that stor-
ing a heart rate history is performed once every second (60 beats
per minute).

Taking this assumption into account, and also considering a life
expectancy of 80 years, the following conclusion can be made: to
store the heartbeat of a patient during his entire life would require
2.6 gigabytes of space. If one multiplies the number of vital signs
and biomarkers that can currently (or in the near future) be mon-
itored by sensors, by the number of people using wearable devices
(implantable, swallowable or non-portable) daily, one would
quickly reach the mark of Yottabytes [23–27].

As previously depicted, the significant increase in IoT net-
worked devices will lead to an exponential rise in the volume of
data that companies will have to manage.

While previous investigations have focused on filtering and
modeling the data coming from sensors in order to reduce storage
usage, they fail to address the problem that such amount of data
will undeniably continue to grow, and such methods will start
appearing less effective. Although filtering raw sensor data will still
be required due to the necessity to ensure data reliability.

In order to address such issues and considering that the volume
of data generated from Wireless Sensor Network will continue to
grow, this work proposes different methods that reduce the
required amount of storage while ensuring that no relevant infor-
mation is lost. Further, this work also presents an analysis in terms
of costs for each proposed method.

Table 1
Description of parameters used by SAS for filtering vital signs coming from sensors in
order to reduce the amount of stored data while preserving measurements of interest,
i.e., vital signs that may represent patient’s symptom variations.

Parameter Description

B Set of patients’ vital signs gathered from sensors
. Size limit for each batch of measurements 2 B that will be used

as input for the clustering algorithm
K Set of random vital signs 2 B used as initial centroids in the

distribution
C Set of clusters of vital signs calculated according to the similarity

of data
M Set of cluster centroids (e.i., vital signs) to be stored. Each

element in this set represents a different behavior experienced
by the patient over time. This data is stored and presented by
SAS to help doctors to identify patient’s symptom variations
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4. Proposed methods

The methods proposed in this section take into account only the
metrics discussed in the previous section: the heart rate measured
every second and a life expectancy of 80 years.

The first method consists of a Naive (N) data storage model,
which stores the heart rate every second for the entire lifetime.
This method presents the worst case and is unfeasible in the med-
ium and long term due to the large storage capacity required to
maintain an EHR.

The second method takes into account some assumptions: the
measurement frequency and, consequently, the need for storage
space is more significant in childhood/youth and old age. In adult-
hood, measurements may be less frequent. This is due to the
greater vulnerability in these two specters of human life. Therefore,
this method is Age (A) based, and the frequency measurement
curve can be seen in Fig. 1. To do so, this work also proposes to
maintain the measurement and storage of data every second
between the ages of 0–18 years, and from 60 years. Between 18
and 60 years, this work assumes measuring once a day.

One way to further reduce the amount of data to be stored,
improving the previous proposal, is to manage data measured
between 18 and 60 years. The algorithm could calculate the stan-
dard deviation over the mean of the measurements. If there were
no significant outliers, only one measurement per week could be
stored (representing the whole set of days). Therefore, this new
method would take into account the Age plus Standard Deviation
(ASD). The storage of measurements carried out with priority areas
(0–18, 60–80) still occurs every second.

So far, there are discussions about EHR in a general way. Now,
this work is going to propose a method that can further reduce
the impact of storing measurements on data storage, and it turns
to particular cases where patients have a family medical history
of contracting a specific condition, such as hereditary diseases
[28–30].

An example is coronary artery disease (CAD), a congenital heart
disease (CHD) [31]. Fig. 2 shows the most common period of onset
of the problem and its evolution over time (separated by gender).
Based on this behavior, one can infer that the beginning of the
issues with coronary affections such as heart attacks occur, for
the most part, from the age of 30.

As mentioned before, the probability of developing such condi-
tions increases according to family medical history. Therefore, this
work proposes a method that begins storing data only from the age
of 30, with one new entry per day (averaged and standard devia-
tion of measurements every hour), yet changing to one measure

every second from the age of 60. Fig. 3 exemplifies this method
that takes into account age coupled with a family history (AFH).

Until now, this work has presented methods that focus on min-
imizing the saturation of storage devices by controlling the inter-
vals between measurements, although still taking into account
the patient’s characteristics such as age, gender, and family medi-
cal history. Although these methods do manage to reduce the
amount of data being stored, doctors may not be able to analyze
specific symptoms over time.

Therefore, this work also proposes a Symptom-Aware Storage
(SAS) method that stores measurements every second in a tempo-
rary buffer and employs a classification method hourly to label
measurements according to their meaningfulness. The measure-
ments that end up labeled as similar won’t all be stored. Instead,
a single measurement of each similarly labeled subset will be
preserved.

Consider a patient being monitored for an hour. During the first
30 min, he/she experiences an increase in his/her heart rate, and
after such a period (the remaining 30 min), his/her heart rate
becomes normal again. Instead of preserving all measurements
gathered during this period, SAS classifies this one-hour records
and stores only a record that represents a specific behavior. In
the given an example, only two measures would be of interest
and thus end up recorded: one representing the period the patient
might have suffered from tachycardia and others representing the
average heart rate period. By storing only these two measure-
ments, doctors would still be able to detect the two existing symp-
toms. A structured representation for the SAS method is presented
in Algorithm1.

Fig. 1. Normal curve that represents the life expectancy vs. the frequency of
measurement and storage of health sensor data. The most critical areas are youth
and old age.

Fig. 2. This chart shows the increase in the number of heart attacks over time, for
different genders.

Fig. 3. Normal curve of measurements and data storage according the data shown
in Fig. 2.
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Algorithm1 Symptom-Aware Storage method.

1: procedure SAS
2: while true do
3: B B [m
4: if jBjP . then
5: K n random measurements 2 B

6: while centroids changed do
7: for each measurement Bk 2 B do
8: Assign Bkto the nearest Ci 2 C

9: end for
10: for each cluster Ci 2 C do
11: Ki  centroid of Ci

12: end for
13: end while
14: M M [K

15: B fg
16: end if
17: end while
18: end procedure

5. Evaluation and discussion

To evaluate the required space and costs of storing data using
each different proposed method, this work used the cumulative
sum on Matlab. The results are shown in Fig. 4 and Table 2.

Regarding the required storage space, one can see in the Fig-
ure that although method A has advantages over N, ASD manages
to reduce the needed space by half, while still guaranteeing that
the necessary data will be available in the EHR. The gain (reduc-
tion) of storage space (50%) is mostly due to the economy imposed
on measurements between 18 and 60 years, which in cases where
there are no outliers, only one measurement per week will be
stored.

When a specific condition is monitored, data storage shows a
much more substantial reduction of space (75%). This is due to
not storing the first 30 years of life. Although there is no complete
EHR available for visualization, and there might be other unfore-
seen conditions that could affect a patient’s health, clinics for spe-
cialized treatments could still benefit from using this method.

Data storage is a strategic factor for a modern enterprise. Its
importance is revealed when this work evaluates the excessive
use of technology for communication and corporate activities that,
together, lead to an exponential growth of the data to be managed.
This data is a vital substratum, not only for the operation of a com-
pany but also for generating insights and guiding actions aimed at
innovation as well as understanding customer needs. Technologies
such as big data have revealed the potential that big data analytics
has to provide a market landscape and prescribe actions that will
prepare companies for the future. It is also important to note that
problems related to inaccuracy or loss of data can cause damage of
various kinds to companies, such as unavailability of services, loss
of sales, and legal issues. To avoid these setbacks and enable your
company to benefit from using data to guide you in your actions, it
is essential to know which storage options are most compatible
with your business. They must meet the demand for information
storage, trust, and distribution.

In this context, a virtuous cycle of supply and demand is estab-
lished, as the increased need for data and information drives the
development of Information and Communication Technologies
(ICTs) and, consequently, the evolution of the capacity and volume
of technological tools has made this possible. Significant growth in
data and information production. It should be noted that in the
current world dynamics, this demand for information is diversify-
ing, either due to its speed in its updating, its geographic distribu-
tion, or even in areas of knowledge that still lack information
production about it.

Therefore, it will significantly depend on our efforts to improve
the quality of this data offering by addressing the prerequisites for
gaining value from its use, as briefly described in this work.

6. Conclusions

Data coming from IoT sensors are growing exponentially. Cloud
environments have a hard time processing this massive amount of
data, and infrastructures need to fragment it’s transforming
through edge computing and mobility, yet that is only a small frac-
tion of a big problem.

The amount of sensors that each person carries on their IoT
devices is already substantial, and the tendency is to keep growing.
Although this is interesting in terms of health care, as it enables
online monitoring of all possible vital signs through sensors, the
barrier of physical storage for such amount of data is still an issue.

This work can be divided into three highlights: (i) address the
storage problem in the face of the growth of medical data from
sensors, (ii) hypothesize some possible solutions, and (iii) present
an evaluation of each such possible solutions and their costs. This
work consists of the first attempt that puts the storage problem
and possible solutions under the light spot.

In terms of implementation, any of the data reduction strategies
presented in this work can be implemented on platforms that

Fig. 4. Comparison of the amount of storage required between the different storage
methods.

Table 2
Average upload price on different cloud platforms, considering a life spam of 80 years of data being stored.

Storage Service Price in $/Gb/Month N A ASD AFH SAS

BackBlaze $0.005 11.28 7.41 5.63 1.76 0.75
Amazon WS S3 $0.021 47.37 31.13 23.64 7.40 3.16
Microsoft Azure $0.018 40.60 26.69 20.26 6.34 2.71
Google Cloud $0.020 45.11 29.65 22.51 7.05 3.01
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interface between the sensor data receiving server (web servers
usually perform this operation) and the data storage environment
(cloud databases typically perform this operation). Therefore, the
data analysis and reduction platform performs pre-processing of
the received data and saves only those data already filtered and
reduced in the database.

There is still a lot of research to be done, due to a large number
of sensors, and the combination of vital signs to be monitored, not
neglecting the generation of alarms. Perhaps only the heart rate is
not enough to detect a condition. Instead, a combination of factors
and other signs would be required, such as blood pressure, temper-
ature, and so on.
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