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Abstract-Federations between Edge Computing infrastruc­
ture providers represent a promising approach for improving the 
applications' Quality of Service (QoS) and the infrastructure's 
resource usage. At the same time, federated edges impose 
particular provisioning challenges, as data protection policies 
implemented by certain providers within a federation may 
conflict with the privacy requirements of services carrying out 
sensitive information (e.g., databases). In addition, the pop­
ularization of complex software architectures (e.g., composite 
applications) sets strict latency requirements that narrow the 
provisioning possibilities even further. Previous research efforts 
targeting federated edges have focused either on coupling with 
end-user performance requirements (e.g., latency and privacy) 
or on satisfying infrastructure providers' objectives (e.g., power 
consumption reduction), but none on balancing both. This paper 
presents Thea, a novel approach for provisioning composite 
applications on federated edges which optimizes applications' 
latency and privacy while reducing the infrastructure's power 
consumption. Simulated experiments show that Thea can achieve 
near-optimal results, reducing application latency and privacy 
issues by 50% and 42.11% and the infrastructure's power 
consumption by 18.95% compared to state-of-the-art approaches. 

Index Terms-Edge Computing, Infrastructure Provider Fed­
erations, Composite Application, Privacy, Power Consumption. 

I. INTRODUCTION 

In the last decade, innovative research outcomes in telecom­
munications have highlighted the potential market size of 
real-time applications such as wearable cognitive assistants 
and autonomous vehicles [1]. However, low latency and 
high bandwidth are essential elements for such use cases to 
go mainstream, which calls into question where we should 
process data. On the one hand, holding back processing on 
mobile devices such as smartphones incurs overheating and 
battery draining, which is usually intolerable [2]. On the other 
hand, offioading processing to the cloud implies dealing with 
the intrinsic high latency resulting from the physical distance 
between users and data centers [3]. This challenge gave birth 
to a new paradigm called Edge Computing [ 4], which positions 
computing devices near end users at the Internet's edge. 

Whereas the physical proximity between computing re­
sources and end users alleviates the latency and bandwidth 
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issues, it also introduces new challenges. As deploying large­
scale data centers in the middle of urban centers is typically 
unfeasible, most edge infrastructure models count on hetero­
geneous servers deployed in small spaces with limited power 
supply interconnected by public networks [5] [6]. As such, 
edge sites display limited vertical scalability, which contrasts 
with the cloud's virtually unlimited capacity, and highlights 
the need for innovative resource management approaches. 

The vertical scalability limitations of edge sites motivate 
infrastructure providers to explore approaches that leverage 
horizontal scalability. In that regard, several investigations 
show that providers could achieve better resource utilization 
by forming edge federations [7] [8] [9]. As large urban centers 
may house edge servers managed by multiple providers, 
federated providers can use each other resources, allowing 
infrastructure operators to rearrange applications to deliver 
enhanced quality of service (QoS) to end users while cutting 
investment by disabling resources in undercrowded regions. 

Although edge federations widen the provisioning options 
for edge applications, software developers must build ap­
plications that can get the most out of such heterogeneous 
infrastructure [10]. Given that individual edge servers display 
limited processing power, investing in developing composite 
applications becomes the natural course of action. Rather 
than consolidating all functionality into a monolithic software 
unit, the features of composite applications are divided into 
a collection of small and independent services, which can be 
hosted separately on multiple edge servers [11]. 

While edge federations and distributed software architec­
tures optimize resource usage in edge infrastructures, provi­
sioning applications in such environments is not trivial. First, 
for composite applications to deliver satisfactory QoS levels to 
end users, their services must be close together in the infras­
tructure [12]. Second, federated providers may implement data 
protection policies that conflict with the privacy requirements 
of certain services [13]. While privacy is typically not a critical 
requirement for ordinary services, it is indispensable for those 
carrying sensitive information (e.g., databases). Finally, the 
infrastructure's power consumption should be as lower as 
possible to meet providers' financial and sustainability goals. 

Previous efforts in provisioning composite applications on 
federated edges consider end-user QoS goals (in terms of 
latency and privacy) [8] [13] or infrastructure provider interests 
(in terms of power consumption reduction) [9], but none focus 
on balancing both. This paper presents Thea, a novel approach 
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that jointly optimizes the applications' QoS (latency and pri­
vacy) and the infrastructure's power consumption. Simulated 
experiments show that Thea can achieve near-optimal results, 
reducing application latency and privacy issues by up to 50% 
and 42.11% and the infrastructure's power consumption by 
18.95% compared to state-of-the-art approaches. 

The remaining of this paper is organized as follows. Sec­
tion II presents an overview of federated edges. Next, Sec­
tions III and IV describe the considered scenario and our 
proposal. Then, Section V details the performance evaluation. 
Section VI discusses the related work and highlights our 
contributions. Finally, Section VII concludes the paper. 

II. BACKGROUND 

The rise of mobile and sensor-rich applications sets low 
latency and high bandwidth as increasingly necessary fea­
tures [1]. Although mobile devices have been exhibiting 
significant increases in computing power, holding processing 
locally on them is becoming less and less sustainable as battery 
life stands out as the bottleneck [10]. Worse still, delegating 
the processing of resource-intensive tasks to the cloud also 
carries negative consequences, such as reduced application 
responsiveness, due to the network distance between end users 
and data centers [3]. Consequently, experts from industry and 
academia have been looking for alternative approaches to meet 
the ever-increasing application performance requirements. 

The challenge of coupling with the rigid application QoS 
requirements paved the way for a new paradigm called Edge 
Computing [4], which positions computing and storage re­
sources at the Internet's edge, close to data sources. In contrast 
to mobile devices (e.g., smartphones), edge servers can be 
equipped with more robust power supplies, which makes them 
suitable for processing resource-intensive tasks. In addition, 
the network proximity between edge servers and end users 
puts Edge Computing in the spotlight as a more attractive 
option than the cloud for latency-sensitive applications. 

While the proximity between edge servers and data sources 
enables low latency and high bandwidth, it also introduces 
significant operational challenges. As installing mid-to-large 
edge data centers in the middle of urban centers is typically 
unfeasible, edge sites commonly comprise several edge servers 
accommodated in small physical spaces with limited power 
and cooling supply [5] [6]. As a result, there is great interest 
in optimizing cost and resource utilization at the edge to make 
such a paradigm as sustainable and profitable as possible. 

Given the resource constraints of edge infrastructures, com­
posite application models are gaining significant attention as 
an alternative that enables multiple edge servers to cooperate 
in providing the features of large-scale applications [13]. In 
such an architecture, applications are split into independent 
services which communicate through message-passing proto­
cols. A typical execution of a composite application comprises 
a flow of interactions that starts with the client's request 
and goes over the application services until the client gets 
feedback. Figure 1 illustrates the architecture and workflow of 
a composite application comprised of three services (S1-S3) 
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hosted in different edge servers (ES3, ES1, and ES2, re­
spectively), where services communicate across the network 
(i.e., traversing links L5, L2, and Ll, respectively). Despite 
the inter-service dependency within the application workflow, 
each service can be independently managed and scaled, which 
widens the resource management possibilities. 

Application Workflow 

&-LS·�·L2·�·L1·� 
User 

Fig. 1. Composite application architecture and workflow. 

Another favorable scenario regards a federation of edge 
providers, which enhances cooperation and increases the 
availability of resources [7] [9]. In a federated edge, the 
multiple infrastructure providers can stipulate contracts to 
rent each other's resources and ensure smooth execution for 
applications. Such an arrangement can benefit providers and 
their clients to accomplish their objectives while provisioning 
applications in the infrastructure. 

Whereas an edge federation allows infrastructure providers 
to deliver optimized application performance to end users 
while better using edge resources, it also raises concerns about 
potential conflicts between the data protection policies imple­
mented by infrastructure providers and the privacy require­
ments of application services [13]. In such a scenario, resource 
management techniques need to consider several aspects, from 
application QoS (which can encompass several metrics such 
as latency and privacy) to infrastructure providers' objectives 
such as cost and power consumption reduction. 

Ill. SYSTEM MODEL 

This section details the composite application provisioning 
scenario on federated edges tackled in this work. First, we 
describe the attributes and behavior of the main components 
in the considered edge infrastructure, including the specifica­
tion of application performance requirements and the service 
provisioning process. Finally, we describe our optimization 
objectives. Table I summarizes the notations. 

The edge infrastructure leverages the cellular network [14], 
where a set of edge servers £ is positioned near base stations 
B, which are interconnected by a set of network links £. 
The map comprises a group of hexagonal cells, as in Aral et 
al. [15], where each cell represents the coverage area of a base 
station. Whereas base stations provide wireless connectivity 
to users, network links allow communication between edge 
servers at different base stations. We model a network link as 
£1 = {gJ }, where 9! represents £j's latency. 
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TABLE I 
SUMMARY OF NOTATIONS USED IN THIS PAPER. 

Symbol Description 

p Set of infrastructure providers 
£ Set of edge servers 
.c Set of network links 
u Set of users 
A Set of applications 
s Set of services 
Pi Ci 's provider identifier 
c; £; 's CPU capacity 
r; £; 's RAM capacity 
qi £; 's static power consumption 
mi £; 's max power consumption 
8(£;) £; 's overall power consumption 

Y! .C t' s latency 
Uj Aj's user 
Wj Aj' s service chain 
bj Aj's communication path 
8(Ai) Aj's latency 
>..i Aj 's latency SLA 
tk Sk's user 
hk Sk's CPU demand 
dk Sk 's RAM demand 
ek sk 's privacy requirement 
Xi,k Service placement matrix 
¢(Un,£;) Un 's trust in Ci 's provider 
'1/J(!Bt' �!h) Latency between elements !Bt and !82 

Our modeling focuses on federated edges. As such, services 
are hosted on edge servers managed by a set of providers P. 
Each provider can define its policies for data protection and 
privacy maintenance, making room for allocation decisions 
based on factors like the trust between users and providers and 
the service privacy requirements. We model an edge server 
as £i = {Pi, c.;,, ri, qi, mi}· Here, Pi references the provider 
that owns £i, where c.;, and ri denote £/s CPU and RAM 
capacity, respectively. In addition to the capacity attributes, £i 
displays a power consumption profile represented by attributes 
qi and mi. While qi denotes £i's static power consumption 
(i.e., power consumption when idle), mi denotes £/s maxi­
mum power consumption (i.e., power consumption when fully 
occupied). Accordingly, £i's overall power consumption is 
given by function 8(£), which considers both qi and mi. 
This structure allows the incorporation of different power 
consumption models, as shown in Beloglazov et al. [16]. 

We consider a set of users U positioned at pre-defined po­
sitions on the map accessing their applications. For simplicity, 
we create a helper function ¢(Un, £i), which denotes the trust 
of user Un in the provider that manages an edge server £i. 
We model composite applications as Directed Acyclic Graphs 
(DAGs), where nodes represent services and edges charac­
terize the inter-service data communication. Our modeling 
assumes that each application is accessed by a single user [13]. 
An application is represented as Aj = {uj,Wj,bj,Aj}· At­
tributes Uj and Wj refer to Aj 's user and Aj 's services list, 
and Aj denotes Aj 's latency Service Level Agreement (SLA), 
which is the application's latency threshold. 

As services might be provisioned on different edge servers 
within the infrastructure, a DAG representing Aj 's commu­
nication path (denoted by bj) starts at the base station to 
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which Aj 's user is connected and travels through the network 
topology visiting the base stations with the servers that host 
each of Aj's services. 

The latency between each pair of elements (let us say 
IB1 and IB2) within the network infrastructure (e.g., services, 
edge servers) is retrieved by '¢'(1B1, IB2), which encapsulates 
the Dijkstra's Shortest Path Algorithm [17]. In this scenario, 
Aj's latency, retrieved by 8(Aj). is the sum of the latency 
of all links in bj. An application service is modeled as 
Sk = {tk,hk,dk,ek}. where tk references Sk's user, hk and 
dk denote Sk 's CPU and RAM demands, respectively, and ek 
represents Sk's privacy requirement. The service placement is 
modeled by xi,k· where: 

Xi k = 
{ 1 if edge server £i hosts service Sk 

(1) ' 0 otherwise. 

We consider a threefold objective function (Eq. 2), which 
minimizes latency SLA violations, privacy SLA violations, and 
edge servers' power consumption, subject to constraints (3) 
and (4), which ensure that each service is provisioned on only 
one server and that the servers' capacity limit is respected, 
respectively. In such a scenario, latency SLA violations occur 
when the application latencies exceed their latency SLAs. 
Conversely, privacy SLA violations happen when services are 
provisioned on edge servers managed by providers whose trust 
is lower than the service privacy requirements. 

IAI lSI 1e1 1e1 
Min: �)8(Ai) > .Xil + LL[�k > c,l>(tk,Ei)]·xi,k + L:o(Ei) 

j=l k=li=l i=l 
(2) 

subject to: 

1e1 
Lxi,k = 1, Vk E {1, ... , lSI} (3) 
i=l 

C;�Lhk·Xi,k + Ti�Ldk·Xi,k =0,ViE{1, . .. ,1EI} 
[ lSI l [ lSI l 

k=l k=l 
(4) 

IV. THEA DESIGN 

This section presents Thea, a power-aware heuristic for 
provisioning composite applications on federated edges, which 
considers the applications' privacy and latency requirements. 

Thea follows a depth approach that provisions applications 
sequentially. So, it provisions all services of one application 
before moving on to the others. That being said, as edge 
resources are limited, the order in which applications are 
provisioned may yield placements with different qualities. 
Accordingly, Thea employs a score function (Eq. 5) to define 
the application placement order, considering the applications' 
latency and privacy requirements (Alg. 1, lines 1-3)1• 

norm( (tat (Aj)) +norm( (priv (Aj)) (5) 
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Algorithm 1: Thea algorithm. 

1 foreach application Aj E A do 
2 I Get application scores (zat (Aj) (Eq.6) and (priv (Aj) (Eq.8) 
3 A' =Applications sorted by Eq. 5 (desc.) 
4 foreach Aj E A' do 
s foreach Sk E Wj do 

7 

10 
11 
12 

foreach Ei E E do 

I Get edge server costs using Eq. 12-14 
[1 = Edge servers sorted by 88za (Eq. 11 as tiebreaker) 
foreach Ei E E' do 

I if Ei has capacity to host Sk then 

I Provision Sk on Ei 
break 

As described in Section III, the application latency accounts 

for the transmission time between its user and all its services. 

Consequently, applications accessed by users located in re­

gions without nearby edge servers are more likely to present 

longer latencies than those whose users are surrounded by 

several edge servers. As such, Thea's application latency score 

function (tat (Eq. 6) considers both the application's latency 

SLA and the number of edge servers close enough to the 

application's user to not violate its latency SLA (Eq. 7). 

(zat(Aj) = {O 1 
V"'(Aj)•Aj otherwise. (6) 

1£1 
a(Ai) = �.)1/J(uj,t'i) � Aj] (7) 

i=l 
Thea assumes that servers cannot accommodate services 

whose aggregated demand exceeds the available capacity. 

As such, provisioning services while avoiding privacy SLA 

violations involves checking whether the servers' reliability is 

compatible with the service privacy requirements and whether 

edge servers have sufficient capacity remaining. When provi­

sioning an application, its services are provisioned according 

to their position in the application's service list. Services in 

the last positions of their application chains are the most 

difficult to provision, especially in the case of applications 

with a large number of services containing high capacity 

demands. Considering such complexity, Thea prioritizes such 

applications in its privacy score function (priv (Eq. 8). 

(priv(Aj) = L Vhk. dk. (1 + ek) (8) 
SkEWj 

After sorting applications based on their latency and pri­

vacy requirements, Thea iterates over the list of applications, 

selecting edge servers to host each application service (Alg. 1, 
lines 4-12). At this point, Thea employs a cost function (Eq. 9) 
that sorts edge servers based on the number of SLA violations 

(latency and privacy) that would be incurred by provisioning 

decisions (Alg. 1, lines 6-8). 

1In this work, norm() refers to the Min-Max Normalization method [18]. 
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if Sk = Wj,O 
otherwise. 

(10) 

Thea employs a cost function, depicted in Eq. 11, as a 

tiebreaker for the number of SLA violations, considering 

the edge server's power consumption, the additional latency 

incurred to the application, and the number of services waiting 

to be provisioned that would be potentially harmed (in terms 

of privacy) by the allocation decision. 

norm( Opw ( t'i)) + norm( Bzat ( t'i, Ai, Sk)) + norm( Oint ( t'i, Sk)) 
(11) 

As a portion of the infrastructure's power consumption 

incurs from edge servers' static power consumption, Thea 

focuses on reducing the infrastructure's power consumption 

by consolidating services on edge servers with lower power 

consumption profiles (Eq. 12). Also, it increases the allocation 

cost of inactive edge servers to comprehend scenarios where 

the static power consumption displays a significant portion of 

the edge server's overall power consumption. 

9�(6;)� ';,:' +q; (1-•gn (� ho X<,o)) (12) 

The edge server latency cost (denoted in Eq. 13) is given by 

the latency between the edge server to the previous element 

of the application's communication chain (which starts at the 

application's user and iterates over the list of application ser­

vices). As Thea follows a heuristic procedure that sequentially 

provisions the services of each application, it lacks information 

on whether current decisions will harm services to be provi­

sioned later. This way, when provisioning the last service of 

an application, Thea tries to avoid unnecessary latency gains 

incurred by occupying resources from edge servers that other 

applications could better use. Thea takes a similar approach 

regarding service privacy, assigning a higher cost to edge 

servers trusted by a larger number of unprovisioned services, 

as those servers are more likely to be required in subsequent 

placement iterations (Eq. 14). 

1£1 

if Sk = Wj,lwil 
otherwise. 

(13) 

if Sk = Wj,lwil 
otherwise. 

(14) 

(15) 

J(£i, sk) = E xy,k = o 1\ cJ>(tk, &i) � ek (16) 
y=l 

After calculating the placement costs for each server in the 

infrastructure, Thea iterates over the sorted list of edge servers 
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to check if they have enough free resources to host each service 
(Alg. 1, lines 9-12). Once Thea finds a suitable server, it stops 
iterating over the list of servers, provisions the service in that 
host, and moves on to the next service to be provisioned. 

V. PERFORMANCE EVALUATION 
This section describes the experiments that evaluate Thea 

in provisioning composite applications on federated edges. 

A. Experiments Description 

Our experimentation uses EdgeSimPy2, a simulation toolkit 
written in Python that incorporates functional abstractions 
for servers, network devices, and applications. In addition 
to modeling the application placement procedure, EdgeS­
imPy provides multiple built-in system models for simulating 
various features of edge environments, including application 
composition and power consumption modeling, which are 
suitable for representing the scenario addressed in our work. 

We consider an infrastructure with 18 edge servers uni­
formly positioned on the map through the K-Means algo­
rithm [19]. Edge servers ship real specifications extracted from 
Ismail et al. [20] (Table II) while their power consumption 
grows linearly according to their demand, as in Beloglazov 
et al. [21]. In this scenario, edge servers are connected by a 
Mesh network topology [15] with 208 links with latency = 13. 

TABLE II 
EDGE SERVER SPECIFICATIONS [20] . 

Model CPU RAM Power (Idle) Power (Max.) 

Model l 32 cores 32 GB 265 w 1 387 w 
Model 2 48 cores 64 GB 127 w 559 w 
Model 3 36 cores 64 GB 45W 276W 

As one of our goals is assessing privacy-aware allocation 
decisions, edge servers are managed by three providers. One 
of them, with low reliability, owns 12 edge servers, while the 
other two, with higher reliability, have three edge servers each. 
In this setting, careless allocation decisions can overload the 
most trusted edge servers forcing services with high privacy 
requirements to be provisioned on untrusted resources. 

Edge servers must host 16 composite applications with 
different sizes (i.e., 1, 2, 4, and 8 services) and heterogeneous 
latency SLAs (i.e., 3 and 6). The set of potential representative 
use cases for such a scenario includes Augmented Reality 
applications, which often handle sensitive data and can be 
decoupled into specialized services to assure scalability and 
reusability [22]. For simplicity, we assume that each appli­
cation is accessed by a single user positioned at a random 
location on the map. The evaluation scenario comprises four 
applications per size, totaling 60 services with heterogeneous 
demands (Table III) and different privacy requirements to be 
provisioned in the infrastructure. 

To the best of our knowledge, we are the first to provision 
composite applications on federated edges while simultane­
ously optimizing end-user QoS (regarding latency and privacy 

2https://edgesimpy.github.io/ 
3Unless stated otherwise, specs are distributed uniformly in the dataset. 

TABLE ill 

SERVICE DEMAND SPECIFICATIONS. 

Specification CPU Demand RAM Demand 

Small 2 cores 2 GB 
Medium 4 cores 4 GB 
Large 8 cores 8 GB 
Extra Large 1 6  cores 1 6 GB 

requirements) and the infrastructure's power consumption. 
Thus, we compare our approach (Thea) against two placement 
strategies from the literature, Argos [13] and Faticanti et 
al. [8]. We have chosen these strategies as, similar to Thea, 
they optimize applications' latency and privacy on federated 
edges. As none of them focus on reducing the infrastructure's 
power consumption, we also consider a metaheuristic called 
Non-Dominated Sorting Genetic Algorithm (NSGA-11) [23], 
configured to find Pareto-optimal solutions for our scenario. 
We use NSGA-11 as it presents effective outcomes in many 
multi-objective problems [23] [15]. 

Our research strives to follow the reproducible research 
and open science principles. As such, the companion material 
hosted in a public GitHub repository4 contains the source code, 
dataset, and instructions to reproduce our results. 

B. NSGA-II Sensitivity Analysis 
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We conducted a sensitivity analysis to determine the best 
parameters for the NSGA-11 algorithm. Without loss of gener­
ality, we define the population size as 300. Table IV presents 
the evaluated parameters. Each parameter combination a was 
assessed by a cost function A (Eq. 17), which calculates the 
geometric mean between the infrastructure's power consump­
tion and the number of SLA violations (latency and privacy). 

A( 0") = {/ aPOWer . alatency . a-Privacy (17) 

Parameter 
Population Size 
Number of Generations 
Crossover Probability 
Mutation Probability 

TABLE IV 
NSGA-II PARAMETERS. 

Value 
300 
{100, 200, 300, ... , 4000} 
{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} 
{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} 

In total, our sensitivity analysis evaluated 4840 combina­
tions of parameters. Figure 2(a) shows the impact of the 
number of generations on the results. As indicated by the 
zoomed-in region, there was no improvement after 3000 
generations, which was the value used in the evaluation against 
the other strategies. Figure 2(b) shows the results for different 
combinations of crossover and mutation probability, where 
we can see that the best result was obtained using crossover 
probability= 80% and mutation probability= 10%. 

4https://github.com/paulosevero/theal 

Authorized licensed use limited to: Pontificia Universidade Catolica do Rio Grande do Sul (PUC/RS). Downloaded on December 06,2023 at 00:26:30 UTC from IEEE Xplore.  Restrictions apply. 



141

1oo r-----------�M�.6�==============� 
95 
90 :::: l 

69.0 L---,L------
'S 85 68.8,__ __ --:::':::-----::::-::::------;:,::::\ 
< 80 "' 3000 3500 4000 • 

"",, � 75 
'---------------, ''"-------------� ro 1 

I 
65�--r---r-����--� � -- -- --�--------..., ---� - ---�l 

500 1 000 1 500 2000 2500 3000 3500 4000 
Number of Generations 
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Mutation Probability 

(b) Crossover and Mutation Probabilities 
Fig. 2. NSGA-ll sensitivity analysis results. 

C. Comparison with Baseline Algorithms 

1) Latency SIA Violations: Figure 3(a) presents the latency 

SLA violation results. Faticanti's strategy presented the worst 

outcomes (twice as many violations as Thea). Unlike the 

other strategies, which provision one application at a time, 

Faticanti's strategy simultaneously provisions the services of 

all applications based on their positions in their applications' 

chains. Also, Faticanti's strategy provisions services to servers 

with the highest trustworthiness available, regardless of the 

impact of such a decision over the applications' latency. That 

last decision was also implemented by Argos, which had the 

second-worst results (1.4x more violations than Thea). 

In addition to prioritizing privacy over latency when choos­

ing a host for a service, Argos and Faticanti's strategy pri­

oritize edge servers nearby the application's user rather than 

provisioning the service in proximity to the last service pro­

visioned from the same application. Although such a decision 

has no noticeable impact on smaller applications, it seriously 

penalizes the largest ones, as shown in Figure 3(b ), as services 

are spread across different edge servers around users rather 

than being positioned close to each other, which incurs longer 

communication paths and, consequently, higher latencies. 

Thea achieved the same number of latency SLA violations 

as the NSGA-11 algorithm by adopting a few decisions. First, 

unlike Faticanti's strategy, Thea prioritizes services from ap­

plications with more strict latency SLAs. Second, rather than 

prioritizing privacy over latency (like Argos and Faticanti's 

strategy), Thea employs a score function that determines the 

application placement order based on both objectives rather 

than sacrificing one in favor of the other. Third, Thea provi­

sions services on edge servers close to the last provisioned 

service of the same application instead of prioritizing edge 

servers close to the users, as such a decision does not necessar­

ily lead to shorter and faster communication paths as services 

may end up scattered in different hosts. 

2) Privacy SIA Violations: Figure 3(c) shows the number 

of privacy SLA violations for each evaluated strategy. Argos 

and Faticanti's strategy exhibited the worst results, as they 

indiscriminately provision services to edge servers with high 

trust degrees. Whereas such a decision has no impact at 

first, as the most trustworthy edge servers start being filled 
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up with services containing low privacy requirements, those 

with higher privacy requirements need to be provisioned on 

untrusted edge servers, which incurs privacy SLA violations. 

Unlike Argos and Faticanti's strategy, Thea takes some 

measures to avoid privacy SLA violations. When defining the 

placement order, Thea prioritizes larger applications composed 

of services with higher privacy requirements. Also, it avoids 

provisioning services to edge servers whose reliability exceeds 

the services' privacy requirement, making applications provi­

sioned first less likely to harm the QoS of those provisioned 

later. This decision reflects in the results of Figure 3(d), which 

shows the number of services provisioned on edge servers with 

trust degrees greater than their privacy requirements. 
3) Power Consumption: Figure 3(e) presents the power 

consumption results. Faticanti's strategy and Argos had the 

worst results, as they did not make decisions to reduce the 

power consumption. Consequently, as shown in Figure 3(t), 

they indiscriminately use more of the resources of edge servers 

with a higher power consumption profile (Models 1 and 2). 
In contrast, Thea prefers the edge server models with the 

lowest power consumption profile (i.e., Model 3) to host 

the application services, which contributes to reducing the 

infrastructure's power consumption by 18.94% and 14.56% 
compared to the Faticanti's strategy and Argos, respectively, 

only 12.81% more than NSGA-II's Pareto-optimal outcome. 

VI. RELATED W ORK 

This section discusses related provisioning approaches for 

the edge with privacy-preserving and power efficiency goals. 

A. Privacy Awareness 

Qian et al. [24] present a novel service placement ap­

proach aiming to improve the infrastructure's resource usage 

efficiency and the applications' throughput at the edge. The 

authors employ a federated learning algorithm to train service 

placement preference models locally on end-user devices, 

preventing potential leaks of sensitive information on the 

network. Once the preference model output is obtained, the 

services' placement is updated accordingly. 
Although holding back processing on end-user devices 

enhances data protection, handling resource-intensive tasks 

on such devices is complex, given the capacity and battery 
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Fig. 3. Experimental results comparing the evaluated strategies. 

constraints. In such cases, tasks can be offloaded to edge 

servers. Based on that, Zhu et al. [25] present a task-offloading 

technique that optimizes latency and resource usage while 

preserving user privacy. The authors model the task offloading 

process based on the Multi-Armed Bandit Problem, balancing 

user QoS (latency and privacy) and resource usage. Simu­

lated experiments demonstrate that their proposed approach 

achieves near-optimal results within a few time slots. 

While an edge federation allows providers to offer en­

hanced performance to end-users, it also introduces privacy 

concerns as users may hold different trust levels in certain 

providers. Faticanti et al. [8] introduce a placement approach 

for composite applications in federated edges that focus on 

maximizing providers' profit through optimized allocations. 

In their modeling, the resources managed by some providers 

are more expensive than others, which imposes restrictions on 

the applications' placement. A parallel can be established from 

a privacy-aware perspective, considering that some providers 

might be less trustworthy than others. 

Souza et al. [13] tackle the privacy challenges during 

application provisioning in federated edges more directly. The 

authors argue that provisioning strategies should consider that 

services may exhibit different privacy requirements depending 

on the data they hold. In this sense, they propose Argos, an 

algorithm that provisions and migrates services according to 

user mobility considering the service privacy requirements and 

the trust between users and infrastructure providers. 

B. Power Consumption Awareness 

As edge servers are typically deployed in harsh spaces 

with limited power supply, designing resource management 

strategies that balance power efficiency with resilience is key 

to getting the most out of the edge. Based on this, Xu et al. [26] 

present an Ant Colony Optimization algorithm that provisions 

multiple replicas of edge servers across the infrastructure 
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to achieve low latency and high resiliency while avoiding 

unnecessarily raising the infrastructure's power consumption. 

Ahvar et al. [27] argue that adaptive resource management 

strategies are necessary to meet the needs of edge infras­

tructures, which are highly dynamic in terms of workload 

and energy costs. Accordingly, the authors present a heuris­

tic algorithm that minimizes the edge infrastructure's power 

consumption and carbon emissions. In addition to defining 

the initial placement of applications, the proposed algorithm 

continuously migrates applications across the infrastructure to 

servers with lower energy costs. 

Jeong et al. [9] optimize the provisioning of applications 

containing dynamic workloads on federated edges. The au­

thors present an algorithm based on Reinforcement Learning 

that performs migrations to consolidate applications with low 

demand on a reduced set of servers. As workload peaks may 

lead to performance degradation of co-located applications, 

the algorithm migrates applications to less occupied servers as 

soon as it identifies that servers are about to get overloaded. 

While efficiently provisioning applications on edge sites 

managed by a single entity is not trivial, such a problem be­

comes even more complex at federated edges, where providers 

might have conflicting goals. Considering that, Zakarya et 

al. [7] present a game-theoretical approach for provisioning 

composite applications in federated edges. The proposed opti­

mizes conflicting goals between different providers, including 

end-users' QoS and infrastructure-related targets (power con­

sumption, resource usage, and allocation cost). 

C. Our Contributions 

Significant research has focused on optimizing the applica­

tion provisioning in Edge Computing infrastructures. Despite 

their contributions, the existing approaches were not designed 

to optimize the end-user QoS and infrastructure provider goals 

while provisioning composite applications in federated edges. 
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Table V presents a high-level comparison of the related 
studies and our strategy (Thea). To the best of our knowledge, 
Thea is the first strategy that optimizes end-user QoS (i.e., 
latency and privacy) and infrastructure provider interests (i.e., 
edge server power consumption) simultaneously during the 
placement of composite applications in federated edges. 

TABLE V 
COMPARISON BETWEEN THEA AND RELATED APPROACHES. 

Work Environment 
Target Metrics 

Latency Privacy Power t.:onsumption 
Qian et al. [24] (PSP) Private Edge X ,( X 
Xu et al. [26] Private Edge ,( X ,( 
Zhu et al. [25] (PAOfO) Private Edge ,( ,( ,( 
Ahvar et al. [27] (Deca) Private Edge X X ,( 
Zakarya et al. [7] (epcAware) Federated Edge ,( X ,( 
Faticanti et al. [8] Federated Edge ,( ,( X 
Jeong et al. [9] (ESFEC) Federated Edge ,( X ,( 
Souza et al. [13] (Argos) Federated Edge ,( ,( X 
This Work (Thea) Federated Edge ,( ,( ,( 

VII. CONCLUSIONS 
Edge Computing has significant potential in coupling with 

the requirements of latency-sensitive applications with high 
bandwidth demand by bringing computational resources closer 
to data sources. As edge sites are usually resource-constrained, 
previous studies make a case for establishing federations 
between edge infrastructure providers to improve users' qual­
ity of service while optimizing resource usage [8] [7] [13]. 

Despite their significant contributions, existing approaches 
concentrate on fulfilling end-user goals (e.g., improving ap­
plication performance and reducing privacy issues) or infras­
tructure provider interests (e.g., power consumption reduction) 
separately, but none focus on balancing both. 

This paper presents Thea, a novel approach that leverages 
cost-based heuristic procedures to optimize the placement 
of composite applications on federated edges, increasing the 
applications' quality of service in terms of latency and privacy 
while reducing the power consumption of edge servers. Ex­
tensive simulated experiments demonstrate that Thea achieves 
near-optimal results, reducing latency and privacy issues on 
federated edges by up to 50% and 42.11%, respectively, and 
the infrastructure's power consumption by up to 18.95% com­
pared to state-of-the-art approaches. In future work, we intend 
to reduce the application provisioning time by proactively 
provisioning part of the applications in the infrastructure. 
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